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Abstract

This paper is devoted to complexity results regarding specific measures of proximity to single-peakedness and single-crossingness, called “single-peaked width” [Cornaz et al., 2012] and “single-crossing width”. Thanks to the use of the PQ-tree data structure [Booth and Lueker, 1976], we show that both problems are polynomial time solvable in the general case (while it was only known for single-peaked width and in the case of narcissistic preferences). Furthermore, we establish one of the first results (to our knowledge) concerning the effect of nearly single-peaked electorates on the complexity of an NP-hard voting system, namely we show the fixed-parameter tractability of Kemeny elections with respect to the parameters “single-peaked width” and “single-crossing width”.

1 Introduction

Social choice theory deals with making collective choices on the basis of the individual preference relations of a set of voters (or agents) over a set of candidates (or alternatives). This issue does not occur only in voting, but also in all situations involving the aggregation of several rankings coming from many different sources, e.g. sports (think of the Formula 1 championship), meta-search engines (merging the results of many different sources, e.g. sports (think of the Formula 1 involving the aggregation of several rankings coming from various search engines) [Dwork et al., 2001], collaborative filtering [Pennock et al., 2000]. One of the most popular method to aggregate rankings is the Kemeny rule [Kemeny, 1959], which minimizes the number of cases where the final ranking disagrees with the input rankings on the order of two alternatives. However, this rule is NP-hard to implement [Bartholdi et al., 1989], even in the case of four input rankings [Dwork et al., 2001]. Many computational studies have been carried out for this aggregation rule: polynomial time algorithms that give provably good solutions [van Zuylen and Williamson, 2007; Ailon et al., 2008], a Polynomial Time Approximation Scheme [Kenyon-Mathieu and Schudy, 2007] which has impractical running times, heuristics, branch and bound procedures [Davenport and Kalagnanam, 2004; Conitzer et al., 2006]. To illustrate the interest of computer scientists for this rule, note that a recent paper performs a comparison of no less than 104 algorithms devoted to Kemeny aggregation [Ali and Meilă, 2012]. Fixed-parameter algorithms for Kemeny rankings is another very active research direction [Betzler et al., 2009]. Our work follows it. More precisely, our contribution is twofold:

- We propose new fixed-parameter tractability results for computing an optimal ranking according to the Kemeny rule. To that end, we follow the approach suggested by Guo et al. [2004]: we introduce parameters that measure the distance from instances that are solvable in polynomial time. As an illustration, consider instances where all input rankings are identical. The problem is then easy since an optimal ranking is of course that identical ranking. One can define the distance of an instance from the case of identical rankings as the average pairwise distance between two input rankings (for example), and investigate if the problem is fixed-parameter tractable with respect to this parameter “average pairwise distance”. Actually, this question has already been answered positively by Betzler et al. [2009]. We focus here on new parameters that measure the distance from the single-peaked and single-crossing domains. Single-peakedness and single-crossingness are the most popular domain restrictions in social choice theory. Preferences are single-peaked (SP for short) if there exists a linear ordering of the alternatives such that, for all input rankings, the ranks deteriorate along the axis when moving away from the preferred alternative. Preferences are single-crossing (SC for short) if there exists a linear ordering of the input rankings such that, for any pair of alternatives, they can be partitioned into a left and a right block where all rankings on the left (resp. right) coincide on the preference over these two alternatives. After recalling that the computation of an optimal ranking can be performed in polynomial time if the preferences are SP (resp. SC), we show that the problem is fixed-parameter tractable with respect to the parameter “single-peaked width” [Cornaz et al., 2012] (resp. “single-crossing width”), that measures how far the preferences are from being SP (resp. SC). To our knowledge, this result is one of the first concerning the effect of nearly SC/SP electorates on the complexity of an NP-hard voting system.

- We establish the polynomial time computability of the single-peaked and single-crossing widths. There are multiple ways of defining a distance measure regarding SPness or SCness [Escoffier et al., 2008; Conitzer, 2009; Faliszewski
Most of these measures are NP-hard to compute [Erdélyi et al., 2012]. Interestingly, Cornaz et al. [2012] showed that computing the SP width is polynomial for narcissistic preferences. We strengthen and extend this result, by providing an algorithm with a better complexity in the narcissistic case and by establishing the polynomial time computability in the general case (which was an open question). We also prove that the computation of the single-crossing width, which had not yet been studied, can also be performed in polynomial time. All these positive results rely on the use of a data structure called PQ-tree, introduced by Booth and Lueker [1976] to represent a family of permutations (rankings) on a set of elements. As noted by Elkind et al. [2012], in the context of computational social choice, it can be fruitfully used to represent the structure of the input rankings and devise efficient algorithms taking advantage of that structure.

The paper is organized as follows. In Section 2, we present how to determine a Kemeny ranking if the preferences are SP or SC. In Sections 3 and 4, we present our fixed-parameter algorithm for the Kemeny ranking problem with respect to the parameter SC or SP width. In Section 5 we show how to compute the value of these parameters in polynomial time.

2 Rank Aggregation

Let \( V \) be a set of \( n \) voters and \( C \) a set of \( m \) candidates. Let \( P \) denote the set of preference relations \( \succ_v \) over \( C \) for \( v \in V \). This set is called a preference profile. The problem studied in social choice theory aims at determining a collective ranking based on \( P \). Thanks to appealing properties, the Kemeny voting scheme is very popular to perform this aggregation [Kemeny, 1959]. Given two votes \( v, w \), and two candidates \( a, b \), let \( \delta_{ab}(v, w) = 1 \) if \( v \) and \( w \) disagree on the relative ranking of \( a \) and \( b \), and 0 otherwise. The Kendall-Tau distance (KT-distance for short) between \( v \) and \( w \) is defined as KT-dist\((v, w) = \sum_{\{a, b\} \subseteq C} \delta_{ab}(v, w) \). A Kemeny ranking \( r \) minimizes the Kemeny score \( KS(r) = \sum_{v \in V} \) KT-dist\((r, v) \). Note that a Kemeny ranking is not necessarily unique. For the Kemeny voting scheme, the Condorcet property holds: whenever a weak Condorcet winner exists (i.e., a candidate that beats every other candidate in at least half of the votes), she is ranked first in at least one Kemeny ranking.

We propose here a fixed-parameter algorithm for computing a Kemeny ranking. Several parameters have already been considered in the literature, for which fixed-parameter algorithms have been proposed (for details see the survey by Betzler et al. [2012]): the number \( m \) of candidates [Betzler et al., 2009], the value \( k \) of the optimal Kemeny score [Betzler et al., 2009; Simjourn, 2009; Karpinski and Schudy, 2010], the maximum range of candidates positions \( r_m = \max_{c \in C} w(c) - b(c) + 1 \) where \( b(c) \) (resp. \( w(c) \)) is the best (resp. worst) position of \( c \) in the votes [Betzler et al., 2009; Simjourn, 2009; Karpinski and Schudy, 2010], the average KT-distance \( d_a = \frac{2}{n(n-1)} \sum_{(v,w) \in V} \) KT-dist\((v, w) \) [Betzler et al., 2010]. We establish new parameterized complexity results, by considering a parameter measuring how far a given profile is from being SP, and another parameter measuring how far it is from being SC.

Definition 1 A preference profile \( P \) is single-peaked with respect to a numbering \( \{c_1, \ldots, c_m\} \) of the candidates if for all \( v \in V \) there exists \( p \in \{1, \ldots, m\} \) such that: if \( p > j > i \) or \( i > j > p \) then \( c_p \succ_v c_j \succ_v c_i \).

Definition 2 The single-crossing condition holds for a preference profile \( P \) with respect to a numbering \( \{c_1, \ldots, c_m\} \) of the voters if for all \( \{a, b\} \subseteq C \) with \( a \succ_v b \) there exists \( p \in \{1, \ldots, n\} \) such that \( a \succ_v b \) for \( i \leq p \) and \( b \succ_v a \) for \( i > p \).

Interestingly, computing a Kemeny ranking is polynomial if the preference profile is SP or SC. We quickly present the result because it eases the understanding of the fixed-parameter algorithms. To that aim, we need to introduce the notion of Condorcet ranking. We call a ranking \( r \) of the candidates a Condorcet ranking if the candidate ranked first in \( r \) is a weak Condorcet winner, the candidate ranked second is a weak Condorcet winner over the remaining candidates, etc. (Note that the definition used here differs from the standard definition.) A Condorcet ranking does not necessarily exist but this is the case if the preferences are SP or SC. These domain restrictions indeed imply the existence of a Condorcet ranking by the two following properties: if the preferences are SP (resp. SC), 1) a weak Condorcet winner always exists and 2) the restriction of the profile to every subset \( C' \subseteq C \) is also SP (resp. SC). A Condorcet ranking, if it exists, can clearly be computed in polynomial time. The polynomiality of computing a Kemeny ranking on SP and SC domains is then a direct consequence of the following result:

Proposition 1 ([Barbut, 1980]) A Condorcet ranking is a Kemeny ranking.

We will show that this approach generalizes to profiles not far to belong to the SP or SC domain. To that aim, we need to define a distance from SPness or SCness.

3 Single-peaked and Single-crossing Widths

The distance we consider is based on the notion of component on profile [Laffond et al., 1996], also called clone set [Tideman, 1987] or interval of candidates. A subset \( I \subseteq C \) of candidates is an interval if the candidates in \( I \) are consecutive in the preferences of every voter in \( P \). More formally:

Definition 3 A subset \( I \subseteq C \) of candidates is an interval if

\[ \forall v \in V, \forall a, b \in I, \forall c \in C \setminus I, a \succ_v c \iff b \succ_v c \]

For instance, consider the profile depicted on the left hand side of Figure 2 (the first column means: \( a \succ_1 b \succ_1 c \succ_1 d \succ_1 e \succ_1 f \succ_1 g \)):

- \( \{a, b, c\} \) and \( \{e, f, g\} \) are subsets of \( \{a, b, c\} \) and \( \{e, f, g\} \) respectively.
- \( \{a, b, c\} \) and \( \{e, f, g\} \) are intervals (among others).

We can now introduce the distance we consider. In the previous profile, the preferences are not SP. However, consider the partition of the candidates into intervals \( \{a, b, c\} \) and \( \{e, f, g\} \) and the profile obtained by substituting each interval by a single representative candidate within it: for instance, replace \( \{a, b, c\} \) by \( a \), \( \{e, f, g\} \) by \( e \). The obtained profile along the path is SP. We call the operation of substituting a contraction of interval. Any profile \( P' \) obtained from \( P \) by contraction of intervals is called a minor of \( P \). The width of a partition of \( C \) into intervals \( I_1, \ldots, I_q \) is \( \max_i |I_i| - 1 \). Given a profile, the minimum width among all partitions yielding an
SP contracted profile is called SP width [Cornaz et al., 2012]. We define the SC width similarly: it is the minimum width among all partitions such that the SC condition holds.

4 Parameterization by the Width

We now detail how to extend the polynomial algorithm for SP or SC domains to obtain a positive result based on the parameters SP width and SC width. Following Conitzer [2006] and Betzler et al. [2010], the idea is to break instances into several subinstances to be handled independently, that is, the relative order between the candidates in two different subinstances is already determined. The subinstances correspond to intervals \(I_1, \ldots, I_q\) of a partition yielding an SP or SC minor when contracting \(I_1, \ldots, I_q\). The algorithm is written:

1. Compute a Condorcet ranking over representative candidates within \(I_1, \ldots, I_q\);
2. Compute a Kemeny ranking independently for each subinstance \(I_k (k = 1, \ldots, q)\);
3. Concatenate the Kemeny rankings over \(I_1, \ldots, I_q\) according to the Condorcet ranking obtained at Step 1.

The ranking obtained at Step 3 is a Kemeny ranking over \(C\).

Example 1 Come back to the profile of Figure 2 and partition the candidate set into intervals \(I_1 = \{a, b, c\}, I_2 = \{d\}, I_3 = \{e, f, g\}\), with representative candidates \(a, d, e\). In Step 1, a Condorcet ranking is \(a \succ d \succ e\). In Step 2, a Kemeny ranking for \(I_1\) (resp. \(I_3\)) is \(a \succ c \succ b\) (resp. \(e \succ f \succ g\)). In Step 3, the Kemeny rankings over \(I_1, I_2, I_3\) are concatenated to obtain: \(a \succ c \succ b \succ d \succ e \succ f \succ g\).

The validity of the approach is related to the following observation, where \(V_{cc'} = \{v \in V : c \succ v \succ c'\}\):

**Observation 1 (Betzler et al., 2010)** Let \(C' \subseteq C\) be a candidate subset with \(|V_{cc'}| \geq |V_{cc'}|\) for every \(c, c' \in C\) and \(c \in C \setminus C'\). Then there must be a Kemeny ranking where all candidates in \(C'\) are ranked before all candidates in \(C \setminus C'\).

Note that it corresponds to a special case of composition-consistency, a useful property to compute tournament solutions (i.e., functions that associate with each complete and asymmetric relation on a set of alternatives a non-empty subset of the alternatives) by decomposing the tournament into subtournaments [Brandt et al., 2011]. Let \(I_{k_0}\) denote an interval in \(I_1, \ldots, I_q\) whose representative candidate is a weak Condorcet winner in the minor obtained by contraction of the intervals. Then \(|V_{cc'}| \geq |V_{cc'}|\) for every \(c, c' \in I_{k_0}\) and \(c \in C \setminus I_{k_0}\). By Observation 1, there must be a Kemeny ranking \(r\) where all candidates in \(I_{k_0}\) are ranked before all candidates in \(C \setminus I_{k_0}\). Moreover, it is easy to show that the ranking over \(I_{k_0}\) (resp. \(C \setminus I_{k_0}\)) should be a Kemeny ranking for the subinstance over \(I_{k_0}\) (resp. \(C \setminus I_{k_0}\)). By inductively applying these arguments, the validity of the algorithm follows. Note that, to compute a Kemeny ranking for each subinstance \(I_k\) in Step 2, rather than using brute force (in \(O(m^2)\)), one can perform dynamic programming in \(O(2^m)\) [Betzler et al., 2009].

Let \((I_1, \ldots, I_q)\) be a partition of the candidates into \(q\) intervals which minimizes the SP (or SC) width, and let \(w\) denote the width of this partition. Step 1 of the algorithm (compute a Condorcet ranking) is then in \(O(nq^2)\), Step 2 (compute a Kemeny ranking within each interval \(I_k\)) is in \(O(q2^w)\), and Step 3 (concatenate the rankings) is in \(O(m)\). Since \(q \leq m\):

**Proposition 2** The Kemeny ranking problem can be solved in \(O(m2^w + nm^2)\), where \(w\) is the single-peaked or single-crossing width of the preference profile.

The rest of the paper is dedicated to a study of the complexity of determining the SP or SC width of a profile.

5 Computing the Width of a Profile

In order to determine the SP or SC width of a profile \(P\), a preliminary task is to compute the set \(I(P)\) of all intervals. This set is closed under intersection [Elkind et al., 2012]. Given \(a, b \in C\) (possibly equal), the minimal interval w.r.t. inclusion that contains \(a\) and \(b\) is thus uniquely defined: we denote it by \(I(a, b)\). Conversely, for every interval \(I\), there exists a pair \(a, b\) of candidates such that \(I = I(a, b)\): pick for instance the first and the last candidates from \(I\) in the preferences of a voter. Thus, set \(I(P)\) has a cardinality in \(O(m^2)\) (number of pairs of candidates). Due to space constraint, the (fairly simple) algorithm in \(O(nm^3)\) to compute this set is omitted.

Our study makes extensive use of the PQ-tree data structure. We therefore recall here the definition. A PQ-tree \(T\) on a set \(C\) is an ordered tree (that is, a tree with leaf set \(C\) together with a linear ordering of \(C\)) that represents a family of orderings over \(C\). The internal nodes of \(T\) are either Q-nodes or P-nodes and have at least two children (by convention, all internal nodes with exactly two children are P-nodes). The family of orderings \(O(T)\) of \(T\) is the set of orderings of all trees in its equivalence class. Two PQ-trees on \(C\) are equivalent if one may be obtained from the other by arbitrarily reordering the children of a P-node or by reversing the children of a Q-node. For illustration, a PQ-tree \(T\) over \(C = \{a, b, c, d, e, f, g\}\) is depicted in Figure 1. For instance, ordering \(e \succ f \succ g \succ d \succ b \succ c \succ a\) belongs to \(O(T)\).

The next section is devoted to the presentation of algorithms for recognizing SC/SPNess, which will be building blocks for computing the width of a profile.

5.1 Recognizing SP/SCness

Bartholdi and Trick [1986] showed that recognizing SPNess of a profile \(P\) amounts to testing if a binary matrix has the consecutive ones property, i.e., if there is a permutation of its columns that places the 1’s consecutive in every row. Note that a profile \(P\) can be SP with respect to several axes. There can even be an exponential number of such compatible axes [Escoffier et al., 2008]. The interest of the method by Bartholdi and Trick is that it enables to compute a compact representation of all axes in polynomial time. Before detailing the binary matrix to consider, let us first give the characterization of SPNess that led to it: a profile is SP iff all
input rankings are searches over a single chain $\Gamma$ whose vertices are the candidates. Associate a 0-1 matrix $N(\mathcal{P})$ to $\mathcal{P}$ as follows: $N(\mathcal{P})$ has row-set $V \times \{1, \ldots, m\}$, column-set $C$, and $N(\mathcal{P})_{v,k} = 1$ if $a$ is one of the $k$ first-ranked candidates for $v$, and 0 otherwise. Clearly, if the preferences are SP w.r.t. axis $\Gamma$, the subgraph $H$ of $\Gamma$ induced by the $k$ first-ranked candidates of a voter $v$ is a path for any $k = 1, \ldots, m$ and for any voter $v \in V$. Hence one has:

**Observation 2 (Bartholdi III and Trick, 1986)** $\mathcal{P}$ is SP if and only if $N(\mathcal{P})$ has the consequent-ones property.

In a seminal paper, Booth and Lueker [1976] provides a polynomial time algorithm to decide if a binary matrix $M$ has the consequent ones property and, if yes, compute a PQ-tree for $M$, which gives an implicit representation of the consequent-ones orderings of the columns of $M$. For instance, consider the matrix on the left hand side of Figure 2 (denote it by $M$). Booth and Lueker’s algorithm computes from $M$ the PQ-tree in Figure 1 (denote it by $T$), where $O(T)$ correspond to the consequent-ones orderings of $M$. The algorithm runs in $O(x + y + z)$, where $x$ and $y$ are respectively the number of columns and rows, and $z$ is the total number of ones in the matrix. Here, matrix $N(\mathcal{P})$ has $m$ columns, $nm$ rows and $O(nm^2)$ ones. It follows that all axes compatible with $\mathcal{P}$ can be determined in $O(nm^2)$. The complexity of recognizing SPness can be improved to $O(nm)$ if looking for only one compatible axis [Escoffier et al., 2008].

Bredereck et al. [2012] showed that recognizing SCness of a profile $\mathcal{P}$ also amounts to testing the consequent ones property. For the reduction, they define the matrix $M(\mathcal{P})$ obtained from $\mathcal{P}$ as follows: the row-set of $M(\mathcal{P})$ is indexed by $(a, b) \in C^2 (a \neq b)$, the column-set is indexed by $V$, and $M(\mathcal{P})_{a,b,v} = 1$ if $a \succ_v b$. Clearly $\mathcal{P}$ is SC iff $M(\mathcal{P})$ has the consequent ones property. The complexity is $O(nm^2)$.

**5.2 The Narcissistic Case**

Preferences are called narcissistic when each candidate is most preferred by some voter [Bartholdi III and Trick, 1986; Trick, 1989]. The computation of the SP width in the narcissistic case has been investigated by Cornaz et al. [2012]. Furthermore, an algorithm proposed by Elkind et al. [2012] for a closely related problem also makes it possible to compute the SP width in this case (both problems become equivalent). Concerning the SC width, since the notion has been introduced in the present paper, no algorithm has been proposed up to now. We propose here a general method for computing the SP/SC width if preferences are narcissistic. This method is much faster than Cornaz et al.’s algorithm (that runs in $O(m^3 n^2 \max\{m, n\})$) and much simpler than that of Elkind et al. (for a similar complexity). The key property is:

**Proposition 3** If the preferences are narcissistic, then for any pair $I, I'$ of intervals: $I \cap I' = \emptyset$ or $I \subseteq I'$ or $I' \subseteq I$.

**Proof.** By contradiction. Assume that $I \cap I' \neq \emptyset$ and $I' \not\subseteq I$ and $I \not\subseteq I'$. Let $c \in I \cap I'$. Consider the ranking of a voter $v$ whose most preferred candidate is $c$ ($v$ exists since the preferences are narcissistic). Let $c'$ denote the last candidate of $I \cup I'$ in the ranking of $v$. If $c' \in I$ (resp. $c' \in I'$) then $I' \subseteq I$ (resp. $I \subseteq I'$). Contradiction.

$\square

\[
\begin{array}{cccccc}
\begin{pmatrix}
 a & a & e \\
b & c & f \\
c & b & g \\
d & d & d \\
e & g & c \\
f & f & a \\
g & e & b \\
\end{pmatrix}
\end{array}
\quad=
\begin{array}{ccccccc}
\begin{pmatrix}
 a & b & c & d & e & f & g \\
1 & 1 & 1 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 1 & 1 & 1 \\
0 & 0 & 0 & 1 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 1 & 1 & 1 \\
\end{pmatrix}
\end{array}
\]

Figure 2: A preference profile and its interval matrix.

To test whether the SP width (resp. SC width) of a profile is at most $w$, one can proceed as follows. Let $\mathcal{P}(w)$ denote the profile obtained by contracting all the intervals of cardinality at most $w + 1$. If $\mathcal{P}(w)$ is SP (resp. SC) then the SP width (resp. SC width) is at most $w$. To compute the SP (resp. SC) width, it suffices therefore to simply iterate from $w = 0$ until the test is successful (threshold method). The SP or SC width is equal to the first value $w$ for which the test succeeds. The number of iterations is of course bounded by $m - 1$.

The complexity of the threshold method is strongly related to that of Booth and Lueker’s algorithm, but also to the time spent on computing the set of all intervals of $\mathcal{P}$. As indicated previously, the computation of all the intervals is in $O(nm^3)$. Both in $M(\mathcal{P})$ and $N(\mathcal{P})$, the total number of ones is within $O(nm^3)$, hence in both cases Booth and Lueker’s algorithm runs in $O(nm^3)$. Since the algorithm is launched at most $m - 1$ times in the threshold method, the complexity is $O(m^2 \max\{m, n\})$ in the solution phase. The most costly phase from the computational viewpoint is therefore the precalculation of the set of intervals in $O(nm^3)$, and the overall complexity of the threshold method is thus $O(nm^3)$.

**5.3 The General Case**

To propose polynomial time algorithms for computing the widths in the general case, following Elkind et al. [2012], we will use a PQ-tree representation of the interval structure.

**Preliminaries**

Determining the interval structure of a profile $\mathcal{P}$ is actually equivalent to identifying the set of all preferences that are compatible with $I(\mathcal{P})$. We say that a preference over the candidates is compatible with $I(\mathcal{P})$ if, for all interval $I \in I(\mathcal{P})$, the candidates of $I$ are consecutive in the preference. Let us consider the 0-1-matrix defined from $I(\mathcal{P})$ in the following way (see Figure 2). For each candidate $c$, the matrix contains a corresponding column. For each interval $I$, the matrix has a corresponding row with value 1 at column $c$ if candidate $c$ belongs to interval $I$ and value 0 otherwise. The resulting matrix (interval matrix) has $m$ columns and $|I(\mathcal{P})|$ rows. Clearly, a preference is compatible with $I(\mathcal{P})$ iff the corresponding ordering of the candidates permutes the column of the matrix so that the ones in each row are consecutive.

The PQ-tree $T$ generated from the interval matrix represents the consecutive ones orderings of the columns. Here, set $O(T)$ is the set of all preferences compatible with $I(\mathcal{P})$. That PQ-tree is denoted by $T(\mathcal{P})$ and is called the PQ-tree of $\mathcal{P}$. For illustration, the PQ-tree of the profile in Figure 2 is depicted in Figure 1. Computing $T(\mathcal{P})$ from $I(\mathcal{P})$ is in $O(m^3)$ (using Booth and Lueker’s algorithm) because the size of the interval matrix is $O(m^2 \times m)$. Before coming back to the interval structure, we need to introduce some definitions concerning PQ-trees. A segment of a Q-node is a subset of its
children which are consecutively ordered. A segment of cardinality one (resp. at least two) is called degenerate (resp. non-degenerate). For a Q-node \(x\), we denote by \((y_1, \ldots, y_k)\) the sequence induced by the order on its children \(y_1, \ldots, y_k\). So a segment of \(x\) is a subsequence of the form \((y_i, \ldots, y_j)\) with \(1 \leq i \leq j \leq k\). The following proposition makes the link between the PQ-tree and the interval structure:

**Proposition 4** Let \(T\) be the PQ-tree of a profile \(P\), then \(I\) is an interval of \(P\) if and only if it is of one of the following types:

(i) \(|I| = 1\); or
(ii) \(I\) has a P-node \(x\) such that \(I\) is the set of all leaves reachable from \(x\); or
(iii) \(I\) has a Q-node \(y\) with \(y_i, \ldots, y_j\) \((i \neq j)\) such that \(I\) is the set of all leaves reachable from \(y_i, \ldots, y_j\).

**Proof.** Sufficiency being trivial we only show necessity. By contradiction, assume there exists an interval \(I\) which satisfies none of conditions (i)-(iii). So \(|I| \geq 2\). Let \(x\) be the minimum height internal node of \(T\) from which each candidate in \(I\) is reachable. If \(x\) is a P-node, then there exists a candidate \(a \in C\) reachable from \(x\). So there is an order in \(O(T)\) containing a subsequence \((b, a, c)\) with \(b, c \in I\); this is impossible. So \(x\) is a Q-node with a children subsequence \((y_i, y_j, y_k)\) and there are three candidates \(a, b, c\) s.t. \(b \in I\) is reachable from \(y_i\), \(c \in I\) is reachable from \(y_k\), and \(a \in C \setminus I\) is reachable from \(y_j\). Again, there is an order in \(O(T)\) containing a subsequence \((b, a, c)\) with \(b, c \in I\); a contradiction.

For instance, in Figure 1, \((a)\) is an interval of type (i), \((a, b, c)\) of type (ii) and \((a, b, c, d)\) of type (iii).

Our approach to compute the SC/SP widths is based on labelings of the PQ-tree: determining the SC/SP widths will amount to finding a labeling \(L\) minimizing \(w(L)\), each labeling \(L\) (fulfilling conditions detailed further) inducing a partition into intervals and \(w(L)\) denoting the width of this partition. We call “optimal” a labeling minimizing \(w(L)\) among the labelings for which the induced partitions is SC/SP. We now detail the labelings we consider: each P-node is either labeled contracted or relaxed, and each Q-node is either labeled contracted, segmented (in which case the children of the Q-nodes are partitioned into segments, with at least two segments in the partition and at least one non-degenerate segment) or relaxed. A labeling should satisfy the following rules: all nodes that are descendants of a node labeled contracted are also labeled contracted, as well as all nodes that are descendants of a node belonging to a non-degenerate segment. A partition into intervals can be inferred from the labeling by starting from the root of the PQ-tree and recursively considering the labels of each encountered node \(x\):

- if \(x\) is a node labeled contracted then create the interval including all the descendant leaves of node \(x\);
- if \(x\) is a Q-node labeled segmented then, for each segment, create the interval including all its descendant leaves, and consider the labels of those of its children that are not in a non-degenerate segment;
- if \(x\) is a node labeled relaxed then consider the labels of each of its children.

For instance, in Figure 1, if node \(Q_1\) is labeled segmented with a segment that includes the two left children, and node \(Q_2\) is labeled relaxed, then the obtained partition into intervals is \(\{(a, b, c, d)\}, \{e\}, \{f\}, \{g\}\). Note that any valid partition can be obtained by a convenient labeling of the nodes, and conversely any labeling of the nodes yields a valid partition into intervals, where we mean by “valid” that the elements of the partition are intervals. There is thus a bijection between the partitions into intervals and the valid labelings.

Before moving on to the results, we need to introduce some further notions and notation. Let \(P\) be a profile. Given a labeling \(L\) of \(T(P)\), the minor obtained by contracting each interval \(I\) in the corresponding partition is denoted by \(P(L)\). For instance, consider again the profile of Figure 2. The profile induced by the previous labeling is: \(a \succ_1 c \succ_1 f \succ_1 g, a \succ_2 g \succ_2 f \succ_2 e, c \succ_3 f \succ_3 g \succ_3 a\). By abuse of language, we say that a labeling \(L\) is SC if \(P(L)\) is SC. The following result holds both for SCness and SPness.

**Lemma 1** If \(P'\) is a minor of \(P\) and \(P\) is SC (resp. SP), then \(P'\) is SC (resp. SP).

**Proof.** Consider the reduction to the consecutive ones problem. Matrix \(M(P')\) (resp. \(N(P')\)) is obtained from \(M(P)\) (resp. \(N(P)\)) by deletion of rows (resp. rows and columns). Hence if the consecutive ones property holds for \(M(P)\) (resp. \(N(P)\)), it holds for \(M(P')\) (resp. \(N(P')\)).

**Single-crossing Width**

The following lemma will reveal useful to compute SC width since it implies that there always exists an optimal labeling where all nodes are labeled either relaxed or contracted:

**Lemma 2** If a Q-node \(x\) is labeled segmented in an SC labeling \(L\), then \(x\) can be labeled relaxed in \(L\) while preserving SCness.

**Proof.** Let \(x\) be a node labeled segmented in \(L\). Consider labeling \(L'\) obtained from \(L\) by labeling relaxed node \(x\) and labeling contracted the children involved in non-degenerate segments of \(x\). We claim that the SCness of \(P'(L)\) implies that \(P'(L')\) is also SC: if \((x, y, z)\) is a children subsequence of a Q-node, then the rows of \(ab\) (resp. \(ba\)) and \(bc\) (resp. \(cb\)) are indeed identical in \(M(P)\), for any candidates \(a \in T_x, b \in T_y, c \in T_z\), where \(T_x\) (resp. \(T_y, T_z\)) is the subtree of \(T(P)\) rooted in \(x\) (resp. \(y, z\)). Hence matrix \(M(P'(L'))\) differs from \(M(P(L))\) only by adding rows that are already present in \(M(P(L))\). Thus if the consecutive ones property holds for \(M(P(L))\) then it holds for \(M(P'(L'))\).

The following result is crucial for computing the SC width.

**Theorem 1** Let \(P\) be a profile and \(L(w)\) be the labeling of \(T(P)\) where all nodes with at most \(w+1\) descendant leaves are labeled contracted and all nodes with more than \(w+1\) descendant leaves are labeled relaxed. The single-crossing width of \(P\) is at most \(w\) if \(L(w)\) is SC.

**Proof.** The other part being obvious, we only prove that \(L(w)\) is SC if the SC width of \(P\) is at most \(w\). Let \(L^*\) denote an optimal labeling where at least one Q-node is labeled segmented. By reiterating the transformation of Lemma 2 for any Q-node labeled segmented, we then obtain a labeling \(L\) where all nodes are labeled either relaxed or contracted. Moreover we clearly have \(w(L) \leq w(L^*)\). Thus \(L\) is an...
optimal labeling where all nodes are labeled either relaxed or contracted. Note that all nodes labeled contracted in \( L \) are also labeled contracted in \( L(w) \) (they have at most \( w + 1 \) descendant leaves). It follows that \( \mathcal{P}(L(w)) \) is a minor of \( \mathcal{P}(L) \). By Lemma 1, the SCness of \( \mathcal{P}(L) \) implies that of \( \mathcal{P}(L(w)) \).

As in the narcissistic case, to compute the SC width of \( \mathcal{P} \), it suffices therefore to implement a threshold method where one iterates from \( w = 0 \) until labeling \( L(w) \) (on PQ-tree \( T(\mathcal{P}) \)) is SC. We briefly study the complexity of this procedure. The preliminary computation of \( T(\mathcal{P}) \) (by generating the interval matrix and applying Booth and Lueker’s algorithm) is in \( O(nm^3) \). The computation of \( \mathcal{P}(L(w)) \) is in \( O(m) \) and recognizing SCness of \( \mathcal{P}(L(w)) \) is in \( O(nm^2) \). Since the number of iterations of the threshold method is in \( O(m) \), we have:

**Theorem 2** The single-crossing width of a profile \( \mathcal{P} \) can be computed in \( O(nm^3) \).

Interestingly, this result contrasts with that of Elkind et al. [2012], who show that the closely related problem consisting of finding an SC partition of maximal cardinality is NP-hard. This comes from the fact that identifying the subset of nodes to label contracted is much more intricate in their problem.

**Single-peaked Width**

Contrary to the SC case, label segmented cannot be omitted when computing an optimal labeling according to the SP width. Nevertheless, the following result holds:

**Lemma 3** If a \( Q \)-node \( x \) is labeled segmented with a segmentation into more than two segments in an SP labeling \( L \), then \( x \) can be labeled relaxed in \( L \) while preserving SPness.

The proof is omitted due to space constraint. It uses a characterization of SPness by forbidden configurations [Ballester and Haeringer, 2011; Cornaz et al., 2012]. It follows from the lemma that we can focus on labelings where \( Q \)-nodes are labeled contracted, relaxed or bisegmented which means segmented into exactly two segments. This allows us to identify necessary and sufficient conditions for a labeling to be SP. Let us denote by \( L_c(x) \) the labeling of \( T(\mathcal{P}) \) where all nodes but the set \( A(x) \) of ancestors of \( x \) (including \( x \) itself) are labeled contracted. Furthermore, in this labeling, any \( Q \)-node \( z \in A(x) \) is labeled segmented with a partition where the child \( c \) of \( z \) belonging to \( A(x) \) is a degenerate segment (the rest of the partition consists of one or two segments according to the position of \( c \) in the children sequence). Finally, any \( P \)-node in \( A(x) \) is labeled relaxed. If \( x \) is a \( P \)-node, let \( L_s(x) \) denote a labeling of \( T(\mathcal{P}) \) defined as \( L_c(x) \) except that node \( x \) is segmented with a partition into two segments. Note that \( L_s(x) \) is not uniquely defined: there are many labelings \( L_s(x) \) as bipartitions of the children set of \( x \). Nevertheless, the minor \( \mathcal{P}(L_s(x)) \) is uniquely defined (up to isomorphism), and therefore the choice of the bipartition does not impact on the SPness of the obtained minor. We are now able to state the necessary and sufficient conditions for a labeling to be SP:

**Theorem 3** Let \( \mathcal{P} \) be a profile. Let \( C(\mathcal{P}) \) denote the set of all internal nodes \( x \in T(\mathcal{P}) \) such that \( L_c(x) \) is not SP. Let \( S(\mathcal{P}) \) denote the set of all \( Q \)-nodes \( x \in T(\mathcal{P}) \) such that \( L_c(x) \) is not SP but \( L_s(x) \) is SP. A labeling \( L \) of \( T(\mathcal{P}) \) is SP iff:

(i) every node \( x \in C(\mathcal{P}) \) is labeled contracted;

(ii) every \( Q \)-node \( x \in S(\mathcal{P}) \) is labeled contracted or bisegmented.

**Proof.** Necessity: Let \( x \in C(\mathcal{P}) \). By Lemma 1, if \( x \) is not labeled contracted in \( L \), then \( \mathcal{P}(L) \) is not SP since \( L_c(x) \) is a minor of \( \mathcal{P}(L) \) (and \( L_c(x) \) is not SP). So (ii) holds. Let now \( x \) be a \( Q \)-node in \( S(\mathcal{P}) \). Since \( L_c(x) \) is not SP, any labeling \( L \) where \( x \) is labeled relaxed is not SP (\( L_c(x) \) is a minor of \( L \)). By Lemma 3, any labeling \( L \) where \( x \) is labeled segmented with a segmentation into more than two segments is not SP (otherwise \( L_c(x) \) would have been SP). Thus (ii) holds. Sufficiency: (sketch) This proof is here again based on the characterization of SPness by the absence of forbidden configurations in the profile [Ballester and Haeringer, 2011; Cornaz et al., 2012] (as in Lemma 3): if (i)-(ii) hold, then \( L(\mathcal{P}) \) cannot include any forbidden configuration.

**Theorem 4** The single-peaked width of a profile \( \mathcal{P} \) can be computed in \( O(nm^3) \).

**Proof.** The PQ-tree \( T(\mathcal{P}) \) is computed in \( O(nm^3) \). For each node \( x \) of the PQ-tree \( T(\mathcal{P}) \) of \( \mathcal{P} \), it takes time \( O(mn) \) to assign two new attributes: one stating whether \( x \) is in \( C(\mathcal{P}) \), in \( S(\mathcal{P}) \), or in none of these sets, and a second, denoted by \( s(x) \), indicating the number of leaves (candidates) in the subtree rooted in \( x \). The overall time for all nodes is therefore \( O(m^2n) \) (there are \( O(mn) \) nodes). By Theorem 3, we can contract all nodes in \( C(\mathcal{P}) \), and, furthermore, now we only need all \( Q \)-nodes in \( S(\mathcal{P}) \) to be labeled segmented with two segments. Let \( x \in S(\mathcal{P}) \) with children sequence \((y_1, \ldots, y_k)\). Notice that \( k \geq 3 \). Denote \( s_k(i, j) := \sum_{l=1}^{i-1} s_l(y_j) \) the number of leaves descending from segment \((y_i, \ldots, y_j)\). Let \( \gamma \) denote the minimum among \( s_k(1, k - 1), s_k(2, k) \) and \( \max_{i \in \{2, \ldots, k - 1\}} \{s_k(1, i), s_k(i + 1, k)\} \). Since \( x \) is labeled segmented and there are exactly two segments, the SP width of \( \mathcal{P} \) is at least \( \gamma - 1 \). We partition the children of \( x \) into two segments, each one of cardinality at most \( \gamma \) (it exists by definition of \( \gamma \)). We segment that way, greedily (in \( O(m^2) \)), all nodes in \( S(\mathcal{P}) \). All contracted intervals have a cardinality which is at most the SP width (plus 1) of \( \mathcal{P} \), and the profile is now SP. The overall complexity is \( O(nm^3) \).

6 Conclusion

In this paper, we have established the fixed-parameter tractability of Kemeny elections with respect to the parameters “single-peaked width” and “single-crossing width”. Furthermore, we have shown that, for any preference profile, the values of these parameters can be computed in polynomial time. Booth and Lueker’s algorithm has proved a powerful tool in this concern. An interesting research direction would be to study if a reduction to the consecutive ones problem can be used for recognizing other domain restrictions than single-peakedness or single-crossingness.
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